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 ABSTRACT The authors provide a basic set of guidelines
 and recommendations for information that should be included

 in any manuscript that has confirmatory factor analysis or
 structural equation modeling as the primary statistical analysis
 technique. The authors provide an introduction to both tech'
 niques, along with sample analyses, recommendations for
 reporting, evaluation of articles in The Journal of Educational
 Research using these techniques, and concluding remarks.

 Key words: confirmatory factor analysis, reports statistical
 results, research methods, structural equation modeling

 In many instances, researchers are interested in vari
 ables that cannot be directly observed, such as achieve
 ment, intelligence, or beliefs. In research methodology,

 authors use terms such as latent variables or factors to
 describe unobserved variables. We attempt to gain informa
 tion about latent factors through observable variables. Fac
 tor analysis (exploratory and confirmatory) and structural
 equation modeling (SEM) are statistical techniques that
 one can use to reduce the number of observed variables into

 a smaller number of latent variables by examining the
 covariation among the observed variables.

 In this article, we provide a general description of con
 firmatory factor analysis (CFA) and SEM, examples of both
 with a Results section, guidelines for evaluating articles
 with CFA and SEM as analysis techniques, and a brief
 review of CFA and SEM articles published in The Journal of
 Educational Research between 1989 and 2004.

 Terminology for CFA and SEM

 A discussion about CFA and SEM techniques must
 begin with the terminology and graphics typically used in
 these types of articles. With both techniques, we talk about
 observed and unobserved variables, but these distinct cate

 gories can incorporate a host of different names. Observed
 variables are also termed measured, indicator, and manifest,

 and researchers traditionally use a square or rectangle to
 designate them graphically (Figure 1). The response to a

 Likert-scaled item, ranging from 5 (strongly agree) to 1
 (strongly disagree) is an example of an observed variable.
 Unobserved variables are termed latent factors, factors, or

 constructs and are depicted graphically with circles or ovals
 (Figure 1). Common factor is another term used because the
 effects of unobserved variables are shared in common with

 one or more observed variables. In Figure 1, the circles at
 the top are the unobserved or latent variables; the circles at
 the bottom are the unique factors?measurement errors?
 in the variables. The unique factors differ from the latent
 factors because their effect is associated with only one
 observed variable. The straight line pointing from a latent
 variable to the observed variables indicates the causal effect
 of the latent variable on the observed variables. The curved

 arrow between latent variables indicates that they are cor
 related. If the curve were changed to a straight one-headed
 arrow, a hypothesized direct relationship between the two
 latent variables would be indicated. Also, the directional
 path would be considered a structural component of the
 model; this is discussed further in the SEM section.

 CFA

 CFA is a confirmatory technique?it is theory driven.
 Therefore, the planning of the analysis is driven by the the
 oretical relationships among the observed and unobserved
 variables. When a CFA is conducted, the researcher uses a
 hypothesized model to estimate a population covariance
 matrix that is compared with the observed covariance
 matrix. Technically, the researcher wants to minimize the
 difference between the estimated and observed matrices.

 Figure 2 shows a CFA. The latent variables are deep pro
 cessing (Deep) and knowledge is isolated facts (Isolated).
 In the example, each latent variable is measured with three
 observed variables. The six observed variables are respons
 es to three statements from two Likert-based scales. The
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 FIGURE 1. Generic example of a confirmatory factor analysis, e = error.
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 FIGURE 2. Example of a confirmatory factor analysis, e = error.

 numbers "1" in the diagram indicate that the regression
 coefficient has been fixed to 1. Coefficients are fixed to a
 number to minimize the number of parameters estimated in
 the model. Values other than 1 can be chosen and will not

 change the overall fit of the model, but rather, affect the
 variance of the error. The graphic representation is the
 hypothesized model that is to be tested to see how well it
 fits the observed data. Mathematical equations exist that
 describe the pictured relationships, but presentation of

 these equations is beyond the scope of this article. Readers
 are referred to Long (1983a, 1983b) and Ullman (2001),
 which provide explanations of the mathematical models
 involved in CFA and SEM.

 SEM

 SEM has been described as a combination of exploratory
 factor analysis and multiple regression (Ullman, 2001). We
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 like to think of SEM as CFA and multiple regression
 because SEM is more of a confirmatory technique, but it
 also can be used for exploratory purposes. SEM, in compar
 ison with CFA, extends the possibility of relationships
 among the latent variables and encompasses two compo
 nents: (a) a measurement model (essentially the CFA) and
 (b) a structural model (Figure 3). In addition to the new
 terms, measurement and structural, two other terms are
 associated with SEM: exogenous, similar to independent
 variables and endogenous, similar to dependent or outcome
 variables. Exogenous and endogenous variables can be
 observed or unobserved, depending on the model being test
 ed. Within the context of structural modeling, exogenous
 variables represent those constructs that exert an influence
 on other constructs under study and are not influenced by
 other factors in the quantitative model. Those constructs
 identified as endogenous are affected by exogenous and
 other endogenous variables in the model.

 The measurement model of SEM is the CFA (see Figure
 1 ) and depicts the pattern of observed variables for those
 latent constructs in the hypothesized model. A major com
 ponent of a CFA is the test of the reliability of the observed
 variables. Moreover, researchers also use the measurement
 model to examine the extent of interrelationships and
 covariation (or lack thereof) among the latent constructs.
 As part of the process, factor loadings, unique variances,
 and modification indexes (should a variable be dropped or

 a path added) are estimated for one to derive the best indi
 cators of latent variables prior to testing a structural model.
 The structural model (see Figure 4) comprises the other
 component in linear structural modeling. The structural
 model displays the interrelations among latent constructs
 and observable variables in the proposed model as a suc
 cession of structural equations?akin to running several
 regression equations.

 Because of the confusion, misunderstanding, and disagree
 ment regarding the use of the term "cause" or the phrase
 "causal modeling," we believe that one should simply discuss
 the direct, indirect, and total effects among latent constructs

 as dictated by theory or empirically based suppositions. A
 direct effect (Figure 4) represents the effect of an indepen
 dent variable (exogenous) on a dependent variable (endoge
 nous). For example, knowledge as isolated facts (Isolated) has
 a direct effect on course achievement, as does deep process
 ing (Deep). An indirect effect (Figure 4) represents the effect
 of an independent variable on a dependent variable through
 a mediating variable (Baron & Kenny, 1986). Knowledge as
 isolated facts has a direct and an indirect effect (through deep

 processing) on achievement. The total effect for knowledge
 as isolated facts is the summation of the direct and indirect
 effects of this variable on course achievement. Also note in

 Figure 4 that Deep is exogenous and endogenous.
 Although the focus of structural modeling is on estimat

 ing relationships among hypothesized latent constructs,
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 FIGURE 3. Hypothesized structural equation model. Boldface arrows indicate structural component, e = error.
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 FIGURE 4. The structural model.

 one can use structural modeling to test experimental data
 where one or more of the variables have been manipulated.
 In sum, SEM allows researchers to test theoretical proposi
 tions regarding how constructs are theoretically linked and
 the directionality of significant relationships.

 Why Not Use Path Analysis?

 Although the strength of path analysis lies in its ability
 to decompose the relationships among variables and to test
 the credibility of a theoretical perspective (or model), the
 use of such a statistical technique is predicated on a set of
 assumptions that are highly restrictive in nature (Pedhazur,
 1982). Three of those postulations include the assumption
 that variables used in testing a causal model through path
 analysis should be measured without error, the assumption
 that error terms (or residuals) are not intercorrelated, and
 the supposition that the variables in the model flow are
 unidirectional (does not incorporate feedback loops among
 variables). Although those conditions are highly desirable,
 the reality is that the assumptions are rarely, if ever, found
 in educational settings in which nonexperimental research
 is more appropriate.
 Almost all of the variables of interest in education
 research are not directly observable. Variables such as edu
 cational aspiration, test anxiety, student perceptions, and
 self-reported behaviors are latent constructs. The use of a
 single indicator to fully capture the complexities of such a
 construct as required in path analysis is impractical. Com
 pletely encapsulating the nature of those variables in path
 analysis requires that one use multiple indicators for each
 latent construct.

 Another drawback of path analysis is that it does not per
 mit the possibility of a degree of interrelationship among
 the residuals associated with variables used in the path
 model. Conceptually, this assumption is unsound in longi
 tudinal studies in which individuals may be assessed at dif
 ferent points in time on identical variables. It is irrational to
 believe that error in the same variables for the same indi
 viduals at different times would not be interrelated.

 Testing models that hypothesize a concurrent impact
 among variables is rare. The conceptualization of an inves
 tigation that centers on the feedback of one or more vari
 ables on each other is seldom, if ever, the intent of most

 education studies; the notion that there can only be an
 influence from one variable to another is unrealistic. Con

 ceivably, academic experiences not only affect a student's
 academic performance but also the student's performance
 affects his or her academic experiences (e.g. studying, par
 ticipating in study groups, accessing academic resources,
 engaging in classroom discussion). However, the use of
 path analysis for addressing such issues is not appropriate.

 What Should I Look for in a CFA or SEM Article?

 In this section, we provide a guide for evaluating the
 analysis section of a CFA or SEM article. We first describe
 nontechnical aspects of the article, many of which apply to
 other quantitative analyses. Next, we describe technical
 aspects of the article that we consider basic to the presen
 tation of an analysis.

 Nontechnical Evaluative Issues

 We identify six nontechnical issues in evaluating a CFA
 or SEM article. They include (a) Research questions dic
 tate the use of CFA or SEM; (b) a brief explanation or
 rationale for CFA or SEM is introduced in the method sec

 tion; (c) sufficient information is provided on the mea
 surement model's conceptual framework, structural frame
 work, or both (i.e., the model is theoretically grounded);
 (d) tables and figures or text are appropriate and sufficient
 (i.e., descriptive statistics, such as correlation and mean
 tables); (e) a graphic display of the hypothesized or final
 models, or both, is provided; and (f) implications follow
 from the findings.

 Technical Issues: Pre- and Postanalysis

 In addition to nontechnical issues, several pre- and post

 analyses technical issues must be provided within the text
 or tables of a CFA or SEM article. (See Table 1 detailing
 each article.) The first issue, sample size, is important
 because it relates to the stability of the parameter estimates.
 Are the results stable? Replication with multiple samples
 would demonstrate the stability of the results, but many
 times this is not feasible. Pohlmann (2004) argued that one
 could try to collect enough data to randomly split the data
 in half and estimate the model twice, then compare the
 results. For one sample analysis, there is no exact rule for
 the number of participants needed; but 10 per estimated
 parameter appears to be the general consensus. In our CFA
 example in a following paragraph, we specify 6 regressions,
 1 covariance, and 6 variances, totaling 13 parameters that
 need to be estimated. Because we have an initial sample
 size of 203, we have an acceptable ratio of 15.6 participants
 to 1 parameter estimated.
 Besides sample size, the report should include a thorough
 discussion of the handling of missing data (dropped pair
 wise, listwise, or estimated). One can then analyze missing
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 response patterns and can estimate missing data using full
 information maximum likelihood (FIML; Kline, 2005) or
 expectation-maximization (EM) algorithm (Muth?n 6k
 Muth?n, 1998). In general, pairwise deletion is not recom
 mended, and listwise deletion is problematic unless the
 missing data have proved to be missing at random (MAR).
 Along with sample issues, a brief discussion concerning
 normality, outliers, linearity, and multicollinearity should
 be provided.

 The final preanalysis components that one should
 include in the article are the software program and estima

 tion method. Various programs provide slightly different
 pieces of information and can analyze only certain types of
 data (continuous vs. dichotomous); estimation methods are

 affected by sample size, normality, and the dependence of
 errors (Ullman, 2001).

 The core of the postanalysis should be an examination of
 the coefficients of hypothesized relationships and should
 indicate whether the hypothesized model was a good fit to
 the observed data. An examination of the residuals should
 also be conducted as another indicator of model fit.
 Although examination and discussion of the coefficients
 are often secondary to the fit, they should not be. In other
 words, the researcher examines the significance of individ
 ual structural paths representing the impact of one latent
 construct on another or the latent construct on the
 observed variable, as is the case with CFA. The statistical
 significance of path coefficients is established through an
 examination of the t values or z values?depending on the
 software?associated with structural coefficients. The

 authors also could provide standard errors in combination
 with the unstandardized estimates.

 In reference to model fit, researchers use numerous good
 ness-of-fit indicators to assess a model.1 Some common fit

 indexes are the Normed Fit Index (NFI), Non-Normed Fit
 Index (NNFI, also known as TLI), Incremental Fit Index
 (IFI), Comparative Fit Index (CFI), and root mean square
 error of approximation (RMSEA; see Table 2). The popu
 larity of fit-index research can be seen by the number of
 indexes that exist. We suggest that editors, reviewers, and
 consumers peruse research studies for an understanding of
 which indexes appear to work well with different samples
 sizes, types of data, and ranges of acceptable scores to
 decide whether a good fit exists (Hu & Bentler, 1999; Mac
 Callum, Browne, & Sugawara, 1996; Yu, 2002). In general,
 the authors prefer the TLI, CFI, and RMSEA for one-time
 analyses. When modifications are made to the model after
 an initial analysis or multiple models are tested, one should
 use different indexes that are discussed in the following
 paragraphs.
 We created a chart (Table 2) to help researchers with a

 basic understanding of fit indexes cutoff levels for deter
 mining model fit. In general, if the vast majority of the
 indexes indicate a good fit, then there is probably a good
 fit. Hu and Bentler (1999) suggested that for continuous
 data?RMSEA < .06, TLI > .95, CFI > .95, and standard

 root mean square residual (SRMR) < .08. For categorical
 outcomes, Yu (2002) reported that the above cutoff values
 are reasonable, except SRMR, and also suggested that
 weighted root mean square residual (WRMR) < .90 works
 well for continuous and categorical data.

 MacCallum and colleagues (1996) provided a discussion
 on sample-size requirements for the RMSEA goodness of fit
 using model degrees of freedom and effect size as reference
 points. For example, a sample size of 231 with 45 degrees of
 freedom would have a power value of .80 (MacCallum et al.
 1996, p. 144)- Finally, for CFA, we want to know the reli
 ability of the observed variables in relationship to the
 latent constructs, that is, the squared multiple correlations
 (SMC). For SEM, we want to know the proportion of vari
 ance accounted for in the endogenous variables.

 In addition to the parameter estimates and goodness-of
 fit examinations, authors also should discuss the standard

 ized residuals. Software programs provide various types of
 outputs, such as a Q-Plot, but all provide some form of
 residual matrix that should be considered. A discussion of

 the standardized form of the residuals is preferred because it
 enables the researcher to determine the number of standard
 deviations of observed residuals from zero residuals that

 should exist if the causal model fits perfectly (Byrne, 1989).
 If a Q-plot is provided or discussed, standardized residuals
 that depart excessively from the Q-plot line indicate that
 the model is in some way misspecified (Byrne).

 After examination of parameter estimates, fit indexes,
 and residuals, researchers can conduct model modifications
 to the original hypothesized model to have a better fitting
 or more parsimonious model. The software programs allow
 for the calculation of modification indexes because hypoth
 esized models do not provide a perfect reproduction of the
 observed covariance matrix. Because those techniques are
 typically confirmatory in nature, any modification com
 pleted should make theoretical sense, not simply because of
 analyses indicated for addition or subtraction of a parame
 ter. Therefore, the author should report (a) the modifica
 tion test used (chi-square, Lagrange, or Wald), (b) why that
 test was used, and (c) whether the modification makes the
 oretical sense for the model. Otherwise, model modifica
 tion simply becomes an exploratory journey and increases
 the likelihood of a Type 1 error.

 If a model has been modified and reanalyzed, one should
 provide evidence that the modified model is statistically
 superior to the original model with a chi-square test. A

 model that has been modified, a trimmed model, is termed
 a nested or hierarchal model. In that case, one should have

 fit indexes and chi-square values from all models. It is
 imperative that the authors explain in detail from theoreti
 cal and statistical aspects why a modification was complet
 ed (Stage, 1990). Byrne (1989) advised that omitting paths
 not included in the original conceptualization of the model
 must be based on existing theoretical considerations or pos
 sibilities stating, "If the researcher is unhappy with the over
 all fit of the hypothesized model, he or she can re-specify a
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 TABLE 1. Evaluation Criteria From The Journal of Educational Research Articles

 Measure

 Herl, Kaplan, Kaplan, Kaplan, Quirk, Singh, Cheung,
 Baker, Liu, Peck, Peck, Keith Keith, Singh Granville, Wang Wong Hattie, Schommer
 & Xiaoru, &&&& &&& && Aikins Loadman
 Niemi Hong & Kaplan Kaplan Kaplan Benson Quirk Singh Billingsley Dika Staver Watkins Watkins Ng et al. et al.
 (1996) (1998) (2000) (1994) (1997) (1992) (2001) (1998) (1998) (2002) (2001) (1997) (1998) (2001) (2000) (1999)

 Pre-analysis technical
 Sample size Y

 Missing data N
 Normality N
 Outliers N
 Linearity/multi
 collinearity N

 Software &
 estimation
 method Y

 Postanalysis technical
 Assessment of fit Y
 Model chi-square Y
 Multiple fit
 indices N

 Parameters
 estimated &
 significant tests N

 Squared multiple
 correlation/
 variance
 accounted for Y

 Y
 Y
 Y

 N

 Y
 Y

 Y
 N
 N

 N

 Y
 Y

 N

 Y
 N
 N

 N

 Y
 N

 N

 Y
 N
 N

 N

 Y
 Y

 N  N  N  N

 N
 N
 N

 N

 Y
 Y

 N

 N

 Y
 N
 N

 N

 Y
 Y

 N

 Y
 N
 N

 N

 Y, no est.

 Y
 N

 N
 N
 N

 N

 Y
 Y

 Y
 N
 N

 N

 Y
 Y

 N Y, no Y, no Y
 sig. test sig. test

 N
 N
 N

 N

 Y
 N

 N
 N
 N

 N

 N  N  N  N

 Y
 Y

 N

 N

 N
 N
 N

 N

 Y
 N

 N

 N

 Y
 N
 N

 N

 N Y, no est. N

 Y
 Y

 N

 Y
 N
 N

 N

 N

 Y
 Y

 N

 N

 Y
 N
 N

 N

 N

 Y
 N

 N

 N

 N

This content downloaded from 70.181.20.236 on Fri, 09 Feb 2018 00:29:29 UTC
All use subject to http://about.jstor.org/terms



 >
 ero

 O
 o

 z
 o

 ON

 Standardized &
 unstandardized
 estimates NNYYNNNNNNNNNNNN

 Residual
 analysis NYNNNYNYYYYYNNNN
 Correlation means
 and tables YYYYYYYYYYYNYNYN
 Modifications NNNNNNNNYNNYNYYN
 Rationale for
 modifications NYNNNNNNYNNYNYYN

 Lagrange
 (adding
 paths) NYNNNNNNNNNNNNNN
 Wald
 (dropping
 paths) NYNNNNNNNNNYNNNN

 Correlation
 between
 estimated
 parameters NYNNNNYNNNNNNNN N/A

 Diagram of
 final model YYYYYYYYYYYYNYYN

 Research
 questions YYYYYYYYYYYYNYYY

 CFA/SEM
 introduced YYYYYNYYYYYNNNYN

 Theoretical
 justification YYYYYYNYYYNYYYYY

 Adequate tables
 and figures NYYNYYYYYNYYNYYN
 Graphic display YYYYYYYYYYYYYYYN
 Implications

 in line  YYYNYNNNNNNYNYN

 Note. Y = yes; N = no; CFA = confirmatory factor analysis; SEM = structural equation modeling.
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 TABLE 2. Cutoff Criteria for Several Fit Indexes

 Index  Shorthand General rule for acceptable fit if data are continuous  Categorical data

 Absolute/predictive fit
 Chi-square %2

 Akaike information criterion AIC

 Browne-Cudeck criterion BCC

 Bayes information criterion BIC

 Consistent AIC CAIC

 Expected cross-validation index ECVI

 Comparative fit
 Normed fit index
 Incremental fit index

 Tucker-Lewis index
 Comparative fit index

 NFI
 IFI

 TLI
 CFI

 Relative noncentrality fit index RNI

 Parsimonious fit

 Parsimony-adjusted NFI
 Parsimony-adjusted CFI
 Parsimony-adjusted GFI

 Other
 Goodness-of-fit index
 Adjusted GFI
 Hoelter .05 index
 Hoelter .01 index
 Root mean square residual
 Standardized RMR

 Weighted root mean residual
 Root mean square error of

 approximation

 PNFI
 PCFI
 PGFI

 GFI
 AGFI

 RMR
 SRMR

 WRMR

 Ratio of %2 to df < 2 or 3, useful for nested models/model
 trimming

 Smaller the better; good for model comparison (nonnested),
 not a single model

 Smaller the better; good for model comparison, not a single
 model

 Smaller the better; good for model comparison (nonnested),
 not a single model

 Smaller the better; good for model comparison (nonnested),
 not a single model

 Smaller the better; good for model comparison (nonnested),
 not a single model

 Comparison to a baseline (independence) or other model
 > .95 for acceptance
 > .95 for acceptance
 > .95 can be 0 > TLI > 1 for acceptance
 > .95 for acceptance
 > .95, similar to CFI but can be negative, therefore CFI better choice

 Very sensitive to model size
 Sensitive to model size
 Closer to 1 the better, though typically lower than other indexes and

 sensitive to model size

 > .95 Not generally recommended
 > .95 Performance poor in simulation studies
 Critical N largest sample size for accepting that model is correct
 Hoelter suggestion, N = 200, better for satisfactory fit
 Smaller, the better; 0 indicates perfect fit
 < .08
 <.90

 0.96
 0.95

 RMSEA < .06 to .08 with confidence interval

 <.90

 <.06

 model in which this parameter is set free; the model is then
 re-estimated" (p. 57). Once modifications have been com
 pleted, one must realize that the analysis has moved from
 confirmatory to exploratory. Obviously, researchers often
 respecify their model when parameter estimates are statisti
 cally nonsignificant. That procedure typically improves the
 fit of the model to the data. But, again, we caution that it
 must make sense theoretically. As MacCallum and col
 leagues (1992) warned, "when an initial model fits well, it is
 probably unwise to modify it to achieve even better fit
 because modifications may simply be fitting small idiosyn
 cratic characteristics of the sample" (p. 501).
 Our concern with modification indexes along with any

 modification is the abuse that occurs. Researchers some
 times become fascinated with the fit indexes. The best

 description we have seen of this is in Ullman's (2001) Foot
 note 14, where she states that adding post-hoc paths is like
 eating salted peanuts: "One is never enough" (Ulman,
 2001, p. 750).

 Sometimes, multiple models are analyzed because the
 researcher is testing competing theoretical models. From an
 evaluation perspective, we determine which model fits the
 data best, but sometimes the differences between the models
 appear small on the basis of the fit indexes. When compar
 ing nonnested models, the AIC fit index is a good choice
 because the difference in the chi-square values among the
 models cannot be interpreted as a test statistic (Kline, 2005).

 Results From CFA Example

 Muth?n and Muth?n (1998A) used the SEM software
 MPlus 2.0 to perform a CFA, based on data from 206 under
 graduate students enrolled in a teacher-education course at
 a public, midsized university. We chose maximum likeli
 hood estimation because our data were normally distributed.
 The data came from six questions on two Likert-scale sur
 veys measuring epistemological beliefs (Schommer, 1998)
 and learning processes (Schmeck, Rib ich, ck Ramanaiah,
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 1977). A correlation table with means and standard devia
 tions is shown in Table 3; the theoretical model is present
 ed in Figure 2. We hypothesized a two-factor model to be
 confirmed in the measurement portion of the model. We
 evaluated the assumptions of multivariate normality and
 linearity through SPSS 11.0. Using box plots and Maha
 lanobis distance, we observed no univariate or multivariate
 outliers. We removed the data from the data set entered by
 3 participants because they did not follow directions. The
 final sample size was 203; there were no missing data. The
 comparative fit index (CFI) = .99, the Tucker-Lewis fit
 index (TLI) = .98, and the RMSEA = .05. Those values
 indicate a good fit between the model and the observed
 data. Standardized parameter estimates are provided in Fig
 ure 5; unstandardized estimates are shown in Table 4

 The squared multiple correlation (SMC) values also are
 provided in italics and indicate (lower bound) the reliabil
 ity of the measure; read critically (.96) and one meaning
 (.03) have the highest and lowest, respectively. An inter
 pretation of the example is that the construct deep pro
 cessing accounts for 23% of the variance in term papers.
 No post-hoc modifications were indicated from the analy
 sis because of the good-fit indexes, and the residual analy
 sis did not indicate any problems.

 Results From SEM Example

 Our hypothesized SEM is described graphically in Figure
 3. We show the measurement component by using thin
 lines and the structural component by using bolded lines,

 TABLE 3. Correlations for CFA and SEM Analyses

 Observed variable

 1. Compare/contrast 1 ? ? ?
 2. Term papers 0.42 1 ? ?
 3. Read critically 0.81 0.47 1 ?
 4. Specific facts -0.02 0.03 -0.09 1
 5. One answer -0.17 0.00 -0.24 0.5
 6. One meaning -0.07 -0.10 -0.16 0.12
 7. Achievement 0.22 0.19 0.29 -0.10

 1
 0.14

 -0.30  -0.20

 Note. This table is essentially the same for the structural equation modeling (SEM) example. The difference is
 9 individuals. Also, the variables were standardized to have a mean of 0 and a standard deviation of 1. CFA =
 confirmatory factor analysis. N = 203; M = 0; SD = 1.

 Compare/
 Contrast

 FIGURE 5. Example of a confirmatory analysis. Non-Normed Fit Index = .99; root mean square error of approximation
 .049; chi-square = 11.4; degrees of freedom = 8. e = error.
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 for ease of distinguishing the components. We performed a
 SEM analysis based on data from 203 undergraduates at a
 midsized university with the AMOS 4.01 statistical pack
 age (Arbuckle, 1995-1999) on the six questions from two
 Likert-scale surveys measuring epistemological beliefs
 (Schommer, 1998) and learning processes (Schmeck et al.
 1977). Circles represent latent variables and rectangles rep
 resent measure variables. A correlation table with means
 and standard deviations is shown in Table 3. We evaluated

 the assumptions of multivariate normality and linearity and
 observed nine multivariate outliers (p< .001). We removed

 the nine outliers from the subsequent analyses, leaving a
 final sample size of 194 (203 minus 9); there were no miss
 ing data. We chose maximum likelihood parameter estima
 tion over other estimation methods (weighted least
 squares, two-stage least squares, asymptotically distribu
 tion-free [ADF] ) because the data were distributed normal
 ly (Kline, 2005). (See Figure 6 and Table 5 for results.) The
 hypothesized model appears to be a good fit to the data.
 The CFI is .99; TLI is .98; and the RMSEA is .038. We did
 not conduct post-hoc modifications because of the good fit
 of the data to the model.

 TABLE 4. Standardized and Unstandardized Coefficients for CFA Example

 Observed variable Latent construct ? B SE

 Compare/contrast Deep 0.83 1.00
 Term papers Deep 0.48 0.58 0.08
 Read critically Deep 0.98 1.19 0.12
 Specific facts Isolated 0.52 1.00
 One answer Isolated 0.97 1.76 0.68
 One meaning Isolated 0.15 0.29 0.14

 Note. CFA = confirmatory factor analysis.
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 TABLE 5. Results From Structural Equation Modeling Example

 Model
 ?  B

 Isolated Deep Isolated Deep SE  R2

 Direct
 Deep
 Achievement

 Indirect
 Deep
 Achievement

 Total
 Deep
 Achievement

 -0.25
 -0.22

 -0.06

 -0.25
 -0.28

 0.24

 0.24

 -0.47
 -0.42

 -0.11

 -0.47
 -0.54

 0.24

 0.24

 .12
 .11

 0.07
 0.13

 Direct Effects

 Belief that knowledge is isolated facts (Isolated) was
 related negatively to deep processing (Deep) (standardized
 coefficient = -.25) and predictive of lower course achieve
 ment (standardized coefficient = -.22). Deep processing
 was predictive of greater course achievement (standardized
 coefficient = .24).

 Indirect Effects

 We hypothesized that the relationship between the
 belief that knowledge as isolated facts and course achieve
 ment was mediated has an indirect effect on course
 achievement, by deep processing. The result (standardized
 indirect coefficient = -.06, p > .05) was not statistically sig
 nificant.

 Obviously, in a journal article, research report, or disser
 tation more interpretation and discussion of the findings
 relative to other literature would be included in the Results

 sections. Here, we simply demonstrate what generally
 should be included for a reader to make a solid evaluative

 judgment on the merits of the analysis.

 Structural Modeling: A Brief Review of Articles (1989-2004)

 We used CFA and SEM in our review of 16 articles pub
 lished in recent years in The Journal of Educational Research
 to assess the rigor of the application of the technique as
 used by researchers. The publication dates ranged from
 1989-2002. The foci of the articles differed, but all
 addressed some form of attitude or behavior on the part of
 students at different levels of the K-16 continuum. For

 example, authors of one article examined students at the
 college level, whereas authors of all the other studies con
 ducted their research on students at the secondary level or
 below. A variety of exogenous and endogenous variables
 was represented among the articles under investigation:
 motivation, general academic performance, performance in
 mathematics and science, academic engagement, cognitive

 structure professional support, employment, negative expe
 riences in school, and self-regulation. The authors' objec
 tive in each study was to test the hypothesized quantitative

 model to capture the relationship among the variables
 specified in the model.
 We used two sets of guidelines as rubrics in reviewing

 each article. The nontechnical rubric focused on reporting
 CFA and SEM to communicate effectively the responsible
 use of the technique and the full range of results necessary
 to verify the validity of models and individual parameters.

 We used the technical rubric to evaluate basic technical

 adequacy (see Table 1).
 Research questions dictated the use of structural modeling.

 Assessing whether the research questions lent themselves
 to CFA and SEM was the first step in reviewing the articles
 because of the confirmatory nature of both methods. Most
 often, the criterion was readily satisfied when authors iden
 tified the relationships to be examined verbally or graphi
 cally, along with any mediating variables. Wang and Staver
 (2001) postulated direct, simultaneous influences of eight
 factors on a dependent variable, a relationship that could
 have been tested using a regression model. However, the
 authors used structural modeling appropriately in their
 study because of the multiple indicators for each of the
 latent constructs dictated by theoretical considerations.

 Herl, Baker, and Niemi (1996) examined how well differ
 ent methods of measuring cognitive structure correspond.
 In their analysis, the researchers not only addressed the
 direct influence of different measures on a student's cogni

 tive structure but also incorporated the possibility of corre
 lated residuals for four of the variables in their model.

 Overall, specific research questions are preferred, but as
 models become more complicated, a diagram with expect
 ed relationships is an acceptable alternative.

 CFA and SEM introduced before findings reported. Because
 of the complexity inherent with CFA and SEM techniques
 and the paucity of experience among many readers, authors
 should briefly introduce the combination of statistical pro
 cedures and should provide a justification for its use.
 Although Hong (1998) offered an informative and concise
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 explanation, most authors did not adequately introduce
 SEM to their readers. In one instance, SEM was explained
 as effective in examining nonexperimental data, but the
 authors gave no indication of what renders it effective. In

 another case, no introduction of the technique was provid
 ed; another article simply referred the reader to another
 publication for more in-depth details; and, finally, a third
 article offered a complete explanation of the approach but
 scattered the details in one-sentence fragments throughout
 the text. Given that pattern of weak general introductions
 of the technique, it was not surprising that we noted a cor
 responding absence of explanation that SEM generally
 entails two types of models. The pattern across the articles
 reviewed was clear. No explanation of the technique was
 provided, and a sound link of theory to the model proposed
 was lacking. With regard to CFA, it was not thoroughly
 introduced but simply mentioned that the technique would
 be used.

 Sufficient theoretical justification provided. The studies
 revealed a trend that the theoretical discussion focused

 much more on the formation of constructs than on the

 configuration of the confirmatory or structural model. In
 some cases, the failure to detail the theoretical underpin
 ning of the structural model was an indication that the
 examination of mediated relationships was not the primary
 interest of the researcher. Kaplan, Peck, and Kaplan
 (1997), for example, described their model as hypothesiz
 ing intervening variables between early negative academic
 experiences and later dropout behavior, but their "exami
 nation of the precise relationships among these variables
 was exploratory" (p. 338). SEM was deemed an appropriate
 technique for testing those relationships because the vari
 ables were measured at several points in time, but the
 model would be stronger if the underlying structural pat
 terns among all latent variables were informed theoretical
 ly. When the theoretical framework is brief, it typically
 does not include an adequate discussion of the main theo
 retical constructs and their relationships. Often, the frame
 work provides the appearance that the authors are "fishing"
 for statistically significant results. Hong's (1998) work did
 contain a complete conceptual explanation of the mea
 surement model with a full presentation and discussion of
 the numerical results. Schommer-Aikins, Brookhart, and

 Hutter (2000) also provided a detailed historical and cur
 rent theoretical model of the proposed CFA study.

 Tables and figures?appropriate and sufficient. The inclu
 sion of a graphic figure of at least one model in the articles
 presented was evident. For SEM, it is helpful to the reader
 to have a hypothesized model and a final model dia
 grammed. The hypothesized model in CFA usually can be
 provided in a table that displays the relationships between
 the observed and latent variables. The construction of the

 model varied somewhat in form from article to article. In

 one study, the hypothesized model was the only one found;
 all other studies advanced a final model marked with sig
 nificant path coefficients.

 All the articles included a correlation matrix; for the
 general reader, this may be the least useful information, but
 it is crucial for readers who wish to reanalyze the basic

 model presented. Because of the great deal of information
 generated through structural modeling, it is difficult to
 report everything. It is imperative that authors create con
 cise tables or diagrams that contain key evaluative infor
 mation, such as correlations and means and standard devi
 ations, coefficients, fit indexes, and so forth. Although

 most researchers presented goodness-of-fit statistics in the
 quantitative model or in notes, Quirk, Keith, and Quirk
 (2001) presented a concise table with the goodness-of-fit
 results in an easy-to-evaluate form. The authors of only
 four of the articles that we examined presented direct, indi
 rect, and total effects in an easy-to-read tabular form.

 Implications in line with findings. Discussions centered on
 practice and policy were driven by the findings derived
 from the data analysis; however, at times we had difficulty
 assessing the appropriateness of those implications ade
 quately without access to a full set of results. Reported path
 coefficients from one latent construct to another, the struc

 tural component, along with their corresponding implica
 tions, are difficult to evaluate without previous evidence of
 the validity of the latent measures used in the measurement

 model. Similarly, the relative importance of individual fac
 tors and their corresponding affects on one or more out
 comes cannot be understood fully unless results have been
 reported in terms of direct, indirect, and total effects. In
 general, many of the topics provided in the discussions
 went beyond the conclusions reported in the analysis.
 Overgeneralizing has always been a problem, and we are as
 guilty as everyone else in this regard.

 Sample size. Two issues that we found with sample size are
 (a) actual size of the sample and (b) missing data. Although
 the sample size needed is affected by the normality of the
 data and the estimation method that researchers use, the
 generally agreed-on value is 10 participants for every free
 parameter estimated. For example, Loadman, Freeman,
 Brookhart, Rahman, and McCague (1999), completed a
 CFA. On the basis of the text and the table, 51 free para
 meters would have been estimated; 45 for the factor load
 ings and 6 for the correlations among the latent factors.

 Using that rule, Loadman and colleagues would have need
 ed 510 participants for this study?they had 1,687. That is
 a general rule, however, because as models become more
 complex or the data is more problematic, such as severe
 skewness, more data are needed. SEM is still a large sample
 analysis technique.

 Although the problem of missing values is not unique to
 structural modeling, estimating a successful model necessi
 tates the appropriate handling of missing data from a

 methodological, as well as conceptual, perspective.
 Reliance on pairwise deletion can result in a nonpositive
 covariance matrix, and other methods, including replace
 ment with the mean, may result in heteroscedastic error
 (Schumaker & Lomax, 1996). It is important that the
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 researcher report the treatment of missing data so that
 results may be interpreted accordingly. Most of the studies
 reviewed did not address the issue of missing values or the
 way in which they were handled. Some studies did a pair
 wise or listwise deletion; in one study, authors described the
 percentage of missing data and used a mean imputation
 procedure. Missing data is a serious issue in SEM and must
 be discussed in any article. Also, given new technologies,
 more options can handle missing data, such as maximum
 likelihood estimation (Arbuckle, 1994-1999; Muth?n &

 Muth?n, 1998).
 Basic assumptions. Essentially, authors provided no dis

 cussion concerning normality, outliers, linearity, or multi
 collinearity in the articles. About half of the articles report
 ed the software used but not the version nor the estimation

 procedure.
 Assessment of fit Hong (1998) described the structure

 and goodness of fit of the initial measurement model, pro
 vided a description of, and theoretical justification for,
 changes in parameter constraints and presented the results
 of the final model. Results included chi-square and associ
 ated significance level, two goodness-of-fit indexes, plus
 factor correlations and standard residuals. Because the

 author provided comprehensive information, the reader
 can accept the judgment that the constructs used in the
 resulting structural model are sound and that the author's
 interpretation of results is appropriate. Authors of the
 remaining studies appear to have estimated a measurement

 model, but the results reported were insufficient to estab
 lish the validity of a set of multiple indicators.
 All the articles reviewed provided goodness-of-fit index

 es, although many simply gave numerical results, and few
 discussed with any clarity what standards were applied in
 determining a good fit. Wang and Staver (2001) discussed
 why several indexes were needed; Quirk and colleagues
 (2001) indicated the standards for a good fit in a Notes sec
 tion; Singh, Granville, and Dika (2002) and Wong and

 Watkins (1998) listed the goodness-of-fit statistics in a
 table but gave no interpretation of their meaning; Singh
 and Billingsley (1998) and Kaplan, Peck, and Kaplan
 (1994) reported numbers and declared them indicative of a
 "reasonably good" (Singh & Billingsley, 1998) or "ade
 quate" (Kaplan et al., 1994) fit. One disturbing aspect of a
 few studies includes the number of fit indexes below .90

 that authors used to justify a good-fitting model. Even
 before Hu and Bentler's (1999) simulation work on contin
 uous data and Yu's (2002) simulation work on categorical
 data, rules of thumb existed. The basic rule of thumb was
 that a fit index (e.g., IFI or NFI) had to be above .90. Some
 authors have questioned that level as the cutoff considered
 acceptable (Carlson ck Mulaik, 1993). In this sample of
 articles, authors reported fit indexes as low as .85.

 The validity of the final results of the structural model is
 dependent on capturing and establishing the reliability of
 the underlying constructs. The power of SEM is seen most
 fully when multiple indicators for each latent variable are

 first tested through CFA to establish the conceptual sound
 ness of latent variables used in the final structural model.

 Without empirical evidence that such is the case, the rela
 tionships that the authors found significant in the structur
 al model may be misleading. Singh and Billingsley (1998)
 were the only authors who mentioned unique variances or
 reliabilities of multiple indicators for latent constructs.2

 Three of the reviewed studies represented the measure
 ment and structural models in one quantitative model.
 Although authors in the three studies offered relatively com
 plete tables and figures representing a combined measure
 ment and structural model, they did not provide the infor
 mation and discussion establishing the veracity of the latent
 variables. Factor loadings associated with observed variables
 are shown often in the models, but the unique coefficients
 (error) and the reliability of each observed variable are more
 often missing, as are the t values, or unstandardized coeffi
 cients with standard errors, for individual path coefficients
 for the latent constructs estimated in the model. In a longi
 tudinal study examining the relationship between employ

 ment and academic performance (Quirk et al, 2001), family
 background is represented as a latent variable comprised of
 parents' highest level of education, parents' occupational sta
 tus, and family income. Although the authors state "the
 latent variables are factors from a confirmatory factor analy
 sis of the measured variables" (Quirk et al., p. 5), no infor

 mation is proffered that establishes either the conceptual or
 statistical coherence of the three items forming a single con
 struct. Wong and Watkins (1998) performed an exploratory
 and confirmatory factor analysis but did not report results to
 assure the reader of the validity of the constructs through a
 comparison of the two sets of values.

 Although all studies gave some indication of the direct
 effects in the structural model, the format used to report
 results was inconsistent. Overall, several authors reported
 unstandardized and standardized coefficients along with
 standard errors or t values, others listed direct and indirect
 effects, and authors in four studies reported R2 values for
 their endogenous variables. Most presentations and discus
 sions focused on path coefficients, which provided accurate
 summary information. However, discussion of the results of
 a structural model is incomplete without consideration of
 indirect effects and the coefficients of determination (R2)
 for each structural equation in the quantitative model.
 There was essentially no discussion of residual analysis.

 Modifications

 CFA and SEM can each be an iterative process by which
 modifications are indicated in the initial results, and para
 meter constraints altered to improve the fit of the model, if
 such changes are warranted theoretically. If a parameter is
 freed on the basis of a high modification index value, the
 researcher is called on to theoretically defend the change
 indicated so that the final model does not deviate from the

 initial theoretical model. Similarly, changes in parameter
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 constraints and the modification indexes indicating the
 changes should be reported.

 Respecification of the structural model is driven most
 often by modification indexes, although authors in four of
 the studies reviewed did not discuss the reasons for chang
 ing the nature of the original hypotheses. Wang and Staver
 (2001) only briefly mentioned the total deletion of one
 latent construct simply because of "weak relationships"

 with other factors under examination. Although authors in
 four of the studies discussed altering their structural models,

 or parameters determined by comparison with alternate
 models, there was no mention of the conceptual or statisti
 cal standards by which changes were deemed appropriate.
 An assumption that all the authors shared was that the fit
 of the model was improved by adjusting the parameter con
 straints, but they did not express either the degree of
 improvement or any conceptual justification. Schommer
 and colleagues (2000) provided a theoretical rationale for
 model modification in the Discussion section of the article,

 but Hong (1998) appeared to provide the clearest delin
 eation and justification of the modifications undertaken.

 Other issues of concern included low-reliability values of
 latent variables according to the summation of several
 observed variable scores. Final sample sizes used in the analy
 ses were not always clear. Specifically, we were concerned
 that, because of missing data, the sample size originally pro
 vided was not the exact sample size analyzed. None of the
 authors discussed very technical issues, such as the adequacy
 of the covariances or that the models were identified (Ull
 man, 2001). Finally, authors in four articles did mention per
 forming cross-validation tests to examine the stability of the
 results of the model tested, but most authors did not discuss

 anything related to the stability of their results.

 Summary

 This article provides an introduction and description of
 CFA and SEM. Along with the Introduction, readers
 received a basic guideline for evaluating these types of arti
 cles. The guidelines included in this article could not cover
 every aspect of SEM because of its complexity, but they
 should provide a solid foundation for readers. We also hope
 that this review will help create a more consistent framework
 for authors who incorporate these techniques in the articles
 that are published in The Journal of Educational Research.

 NOTES

 In the discussion of CFA and SEM, several terms may be interpreted as
 synonymous when they are not: model, estimate(s), and predict or predic
 tor. When we use the term model, we refer to the theoretical relationships
 among the observed and unobserved variables. At that point we may or
 may not know the precise relationship between the variables (i.e., path
 coefficient). The theoretical relationships are specified by mathematical
 models. The next step is to obtain estimates of the relationships among
 variables in the mathematics model; that is, we use a statistical principle,
 such as maximum likelihood to calculate the coefficients between the
 observed and unobserved variables. The values obtained from those cal
 culations are known as parameter estimates.

 1. For a full discussion of these and other indexes, see Hu and Bentler
 (1995) and Kaplan (2000). Hu and Bentler (1995) provide a detailed
 account of existing research on the behavior of all comparative fit
 indexes.

 2. SEM estimates the degree to which a hypothesized model fits the data.
 In a CFA, goodness-of-fit indexes are estimated for each latent variable
 as a distinct structural model. Although it is wise and appropriate for
 one to measure items found in other studies to form a certain construct,

 it is not appropriate to assume that a certain group of items found to
 form a valid and reliable construct in another study will form an equal
 ly valid and reliable construct when measured in a different set of data.
 Similarly, constructs tested on a national data set are valid in a new
 study only in the rare instance when the new study uses the identical
 observations analysis in the same data with the same theoretical under
 pinning. Divergent choices addressing the problem of missing data will
 normally change construct validity results such that a new confirmato
 ry analysis is appropriate.
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